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Abstract   The biosciences require the development of 
methods that allow a non-invasive and rapid investigation of 
biological systems. In this aspect, high-end imaging tech-
niques allow intravital microscopy in real-time, providing 
information on a molecular basis. Far-field fluorescence 
imaging techniques are some of the most adequate methods 
for such investigations. However, there are great differences 
between the common fluorescence imaging techniques, i.e., 
wide-field, confocal one-photon and two-photon microscopy, 
as far as their applicability in diverse bioscientific research 
areas is concerned. In the first part of this work, we briefly 
compare these techniques. Standard methods used in the 
biosciences, i.e., steady-state techniques based on the analy-
sis of the total fluorescence signal originating from the sam-
ple, can successfully be employed in the study of cell, tissue 
and organ morphology as well as in monitoring the macro-
scopic tissue function. However, they are mostly inadequate 
for the quantitative investigation of the cellular function at 
the molecular level. The intrinsic disadvantages of steady- 
state techniques are countered by using time-resolved tech-
niques. Among these fluorescence lifetime imaging (FLIM) 
is currently the most common. Different FLIM principles as 
well as applications of particular relevance for the biosci-
ences, especially for fast intravital studies are discussed in 
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1 Introduction 

A central methodological aim of the biosciences is to ex-
perimentally simulate, as well as possible, the real environ-
mental conditions of biological systems in order to gain a 
true image of the effects and phenomena of interest on both 
macroscopic and molecular level. Thus, the bioscientific and 
biomedical research is moving from ex vivo observations 
toward intravital investigations, i.e., investigations in the 
living organism. In this frame, the development of imaging 
techniques, which allows an accurate and highly sensitive 
monitoring of changes in the studied system without dis-
turbing the natural processes, is of particular relevance. 
Fluorescence far-field imaging techniques like wide-field 
microscopy [1], confocal one-photon microscopy [2, 3] and 
multi- photon laser-scanning microscopy [4] belong to the 
most adequate and most used imaging techniques in the bio-
sciences due to their high potential for mapping biological 
systems in a non-invasive way and with high (spatial and 
temporal) resolution. However, there are significant differ-
ences as far as their optical performance, i.e., spatial resolu-
tion, imaging depth, signal-to-noise ratio, detection and re-
cording efficiency as well as sensitivity and imaging speed are 
concerned. We briefly review the advantages and restrictions 
of commonly employed fluorescence far-field microscopic 
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techniques for diverse biological application areas. Special 
attention is dedicated to the comparison of two different set-
ups of the two-photon laser-scanning microscopy, i.e., sin-
gle-beam scanning combined with photomultiplier detection 
and multi-beam scanning combined with CCD detection, as 
far as imaging depth and imaging speed are concerned.  

Although steady-state techniques, i.e., techniques that use 
only the integral emission and the spectral information con-
tained therein, are well established investigation tools for 
biosciences, they show intrinsic limitations in quantitatively 
monitoring the cellular function on a molecular basis, for 
instance in the investigation of intracellular fluorescence 
resonant energy transfer (FRET) [5]. The reasons therefore 
are twofold: 

— in many applications the absorption and emission 
spectra of different chromophores within a cell over-
lap so that the chromophores can hardly be resolved, 
and  

— modifications of the fluorescence intensity are caused 
not only by changes in the chromophore concentration 
but also by photo processes like quenching, internal 
conversion or other types of intermolecular energy 
transfer, which cannot be resolved without previous 
calibration. 

The interest in time-resolved measurements mainly origi-
nates from the information available in the fluorescence de-
cay of the sample. This is molecule-specific and highly sen-
sitive to modifications of the microenvironment as well as to 
changes induced by photo processes, e.g., quenching or 
FRET, but it is hardly affected by fluctuations of the chro-
mophore concentration, which implies high-accuracy cali-
bration-free measurements. Thus, fluorescence lifetime im-
aging (FLIM) can in many cases counteract the disadvan-
tages of steady-state techniques [6, 7] and, consequently, has 
become a versatile tool in the quantitative measurement of 
cellular parameters as well as in monitoring and quantifying 
molecular phenomena within the cell.  

The focus of this work lies on the most-used FLIM tech-
niques, i.e., homodyne and heterodyne frequency-domain 
FLIM [8], time-correlated single-photon counting (TCSPC) 
[9, 10] and time-gated techniques [11, 12] as well as on their 
compatibility with current high-end far-field imaging tech-
niques with particular relevance for the biosciences. The 
comparison criteria refer to standard fluorescence imaging 
parameters, i.e., speed and optical performance, and also to 
specific features for time-resolved measurements, e.g., 
processing and evaluation speed and accuracy as well as 
temporal resolution. Furthermore, since biological systems 
contain numerous endogenous chromophores apart from the 
fluorescing markers, the fluorescence decay in such samples 

is usually multiexponential. Thus, it is important for the 
FLIM techniques to be able to determine the form of the 
intensity decay law and to interpret the decay in terms of 
molecular features of the sample. Two concrete applications 
of time-gated FLIM based on ICCD detection combined 
with multi-focal two-photon laser scanning microscopy, i.e., 
a novel technology with great potential for intravital 
time-resolved investigations in real-time, are also presented. 

    

2  Fluorescence imaging techniques 
Since the questions about the structure and (molecular or 
macroscopic) function of biological systems are manifold, 
the requests on the fluorescence microscopy techniques are 
very different depending on the sample or phenomenon un-
der study. Standard low-cost microscopy methods used in 
the biosciences are wide-field techniques based on one- 
photon excitation [1, 13−15], which do not specially need 
lasers as excitation sources but can also use flash lamps, 
LEDs or mercury lamps. The typical detectors in wide-field 
imaging experiments are cameras. These techniques allow 
only a coarse representation of the investigated sample be-
cause they are characterised by a rather poor lateral resolu-
tion and practically no axial resolution. Moreover, using 
these methods based on UV/visible excitation, the deeper 
layers of the sample cannot be imaged because the excitation 
light is completely scattered already in the upper layers, i.e., 
imaging tissue or intact organs is impossible [4, 16]. Al-
though the use of lamps or LEDs instead of lasers insures 
low photobleaching of the samples [1], it also limits the 
sensitivity of the device, i.e., faintly fluorescing samples 
cannot be visualised. 

The confocal microscopy based on one-photon excitation, 
which is a scanning technique, provides a very good (dif-
fraction limited) lateral resolution, an adjustable axial reso-
lution, which depends on the dimension of the pinhole in 
front of the detector, and due to the use of UV/visible laser 
radiation for excitation, it is appropriate for imaging low 
fluorescence signals in isolated cells or, generally, in thin 
samples [2, 3, 17−19]. However, this is also a UV/visible 
technique and, thus, it does not allow the visualisation of 
intact tissue or organs. The use of laser radiation combined 
with a large excitation volume along the optical axis leads to 
dramatic photodamage and photobleaching effects within 
the sample [4, 16]. Furthermore, since only point detectors, 
i.e., photomultiplier tubes (PMT) or photodiodes, can rea-
sonably be employed for the confocal alignment, this 
method uses point-by-point scanning and detection and, thus, 
it is very slow [4, 16]. The scanning in confocal microscopy 
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is realised either by moving the sample itself (very slow but 
optically stabile) or by moving the excitation laser beam 
over the resting sample (instrumentally more complex but 
faster) [2, 17]. Line scanning based on cylindrical optics is a 
fast alternative currently used in some commercial micro-
scopes (LSM live, Zeiss, Jena, Germany). However, the 
resolution along the scanning line is rather low. 

Since the early nineties, the two-photon (multi-photon) 
laser-scanning microscopy (TPLSM) has been established as 
a versatile imaging technique for biological systems with a 
high potential not only for organ but also for intravital (i.e., 
in the living organism) multi-dimensional imaging, although 
its lateral resolution is slightly lower than that achieved in 
confocal microscopes due to the longer excitation wave-
length [4, 16].   

The advantages of TPLSM over standard one-photon ex-
citation fluorescence microscopic techniques, i.e., confocal 
and wide-field microscopy, are the intrinsic 3D spatial reso-
lution, a large penetration depth in thick highly-scattering 
biological media and a low photobleaching and photodam-
age of the sample outside the focal plane. These advantages 
are to be derived from the principal characteristics of the 
two-photon excitation. The low two-photon excitation cross- 
section and the quadratic dependence of the excitation rate 
on the illumination photon flux lead to a 3D-confined exci-
tation volume and, thus, to almost no photoprocesses outside 
the focal plane. Since biological tissue can be more easily 
penetrated by near infrared (NIR) than by visible or ultra-
violet light, the necessity of using NIR illumination for the 
two-photon excitation lead to a large penetration depth in 
this kind of samples. However, low two-photon excitation 
cross-sections also lead to the main drawback of TPLSM, 
i.e., the need of high photon fluxes for adequate excitation 
rates. This drawback is countered by the use of ultra-short 
(femtosecond) pulsed lasers, characterised by a low aver-
aged energy in spite of high photon fluxes during the laser 
pulse. Considering the advantages of the two-photon excita-
tion over the one-photon excitation, one would expect that 
three- or more-photon excitation is even more adequate for 
imaging biological samples. However, the excitation 
cross-section in these cases is very low, so that the photon 
fluxes necessary for sufficient excitation rates can hardly be 
achieved [4, 16]. 

Currently, steady-state TPLSM techniques based on 
scanning of the sample with a single laser beam followed by 
fluorescence detection by means of photomultiplier tubes 
(PMT), i.e., point detection, are largely employed in biosci-
ences. However, due to the fact that the usually employed 
galvanometer scanners in combination with point-by-point 
detection are too slow, these techniques cannot track the 

dynamics of important biological processes. Devices, which 
allow a faster scanning of the sample, e.g., acusto-optical 
deflectors, are good alternatives to the standard galvanome-
ter scanners, but apart from their complicated and sometimes 
unstable instrumental implementation, they still have the 
disadvantage that due to photodamage only 10 % of the full 
laser power can be used for biological investigations [20, 
21]. Techniques based on multi-beam scanning combined 
with synchronous fluorescence detection, i.e., based on CCD 
cameras, are able to use the full laser power under non- inva- 
sive conditions for the biological samples while being very 
fast and, thus, represent very advantageous TPLSM tech-
niques for the biosciences. The innovative aspect of the mul-
tifocal technique (Fig. 1) employed in our experiments is that 
it avoids cross-talk, i.e., interference between neighbouring 
beamlets, due to multiplexing [21]. 

The special part of the multifocal system used by us is the 
beam-multiplexer that is able to split up an incoming NIR 
beam (710−1050 nm) into two beam sets each consisting of 
up to 32 beams. Thereby one set features s-polarisation 
while the other one is p-polarised. Both sets are recombined 
and coupled into an upright microscope through the scan 
lens-tube lens combination (SL, TL). A dichroic mirror (DM) 
reflects the excitation light towards the objective lens, which 
focuses it onto the sample. The geometry of the beam- mul-
tiplexer generates a single line of up to 64 foci in the object 
plane whereby adjacent foci have opposite polarisation and a 
typical distance of 1.5 µm from each other for a 20× objec-
tive lens (NA = 0.95). In addition, the degree of paralleliza-
tion can be changed from 64 beams down to 32, 16, 8, 4 and 
also to a single one whereas the power per beam is doubled 
each time the number is halved. Thus, the length of the line 
is reduced while the spacing between adjacent foci remains 
constant. Scanning is done with a conventional pair of gal-
vanometer scanners, which insure a high stability of the im-
age in contrast to acusto-optical deflectors. In combination 
with a motorized microscope z-drive, three-dimensional 
objects can be visualized. 

In the presented microscope (Fig. 1), the fluorescence is 
collected by the objective lens and can be imaged onto one 
or two CCD cameras. A switchable dichroic mirror splits it 
up onto the two cameras enabling simultaneous acquisition 
of two different colors. Each camera has a filter wheel in 
front to further separate the emission light. In addition, an-
other emission pathway changer allows switching from 
CCD detection mode to non-descanned PMT detection. 

We already compared in detail a standard single-beam 
PMT with a multiplexing multi-beam CCD technique (MB- 
CCD), as far as technical characteristics important for bio-
scientific research are concerned, i.e., spatial resolution,  
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Fig. 1  Experimental TPLSM setup compatible with both single-beam and multi-beam scanning. 

 
Fig. 2  Blood flow in capillary vessels of a balb/c mouse. (a) 2-dimensional imaging; (b) 3-dimensional imaging. 

 
penetration depth, signal-to-noise ratio (SNR) and imaging 
speed [22]. While the spatial resolution is the same whatever 
the detection or excitation pattern, the single-beam scanning 
combined with PMT detection turned out to be more appro-
priate for deep-imaging experiments (more than 200 µm 

depth) because in this imaging depth the SNR of the sin-
gle-beam PMT setup is clearly better than that of the 
MB-CCD setup. As far as the imaging speed is concerned, it 
is undisputable that the MB-CCD technique alone allows 
real-time measurements in fast biological systems, e.g., flow 
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within a blood vessel (Fig. 2). 
Two-photon techniques, which break the diffraction 

resolution limit, are based on point spread function engi-
neering and must be mentioned when giving a general 
review of imaging techniques for biosciences. 4π mi-
croscopy, STED microscopy and triple-state depletion 
microscopy are just some of these methods, which have 
been especially developed in the group of Stefan Hell 
(Max Plank Institute, Goettingen, Germany) [23−25]. 
These techniques are particularly appropriate for optical 
imaging on the nanometer scale but are completely in-
adequate for measurements in (usually) thick biological 
samples. 

 

3  Principle of fluorescence lifetime imaging (FLIM) 
The molecular parameter of interest in this work is the fluo-
rescence lifetime τ of endogenous or exogenous chromo-
phores within cells, which strongly depends on the cellular 
environment, i.e., proximity to loaded macromolecules like 
proteins, pH, viscosity, ion concentration, etc. The definition 
of the fluorescence lifetime is [26] 

Fk
φ

τ = with the fluorescence quantum yield 

F

F ISC SE bleaching chem nr

k
k k k k k k

φ=
+ + + + +

 (1) 

A simplified Jablonski diagram (Fig. 3) best explains this 
mathematical formula and illustrates the pathways through 
which the environment influences the fluorescence lifetime. 

 
Fig. 3  Schematic Jablonski diagram for the special case of two-photon 
excitation. 
 

The simplified fluorescence decay of a fluorophore in a 
homogenous media is given by 

0( ) e et tF t I τ θ− −= ⋅ ⋅  (2) 

θ  is the rotational correlation time of the molecule and 
the exponential term containing it describes the rotational 
diffusion. The main simplification in this formula is that it 
neglects the fact that the fluorescence anisotropy has a mul-
tiexponential behaviour depending on the symmetry of the 
chromophore and on the excitation mode. 

When the emitted light is detected under the magic angle 
(54.7°), at which polarisation effects are minimised, i.e., 
effects of the rotational diffusion caused by different vis-
cosities of the media or by binding to macromolecules or to 
membranes, the fluorescence decay is simplified to [26] 

0( ) e tF t I τ−= ⋅  (3) 
Even if experiments are not performed under the magic an-
gle, the effect of rotational diffusion is negligible when this 
is much faster or much slower than the fluorescence decay 
[26]. 

Biological systems resemble multiexponential fluores-
cence decays since they contain a complex mixture of en-
dogenous chromophores, e.g., NADH, NADPH, FAD, sero-
tonin, melanin, tryptophan and tyrosine in proteins or por-
phyrins [27]: 

( ) e it
i

i
F t a τ−= ⋅∑  (4) 

τi is the fluorescence lifetime of the chromophore i and ai is 
the corresponding weighting factor. 

Since both the endogenous and the exogenous chromo-
phores are usually heterogeneously distributed within the 
cell, tissue or organ, bulk measurements of the fluorescence 
lifetime cannot provide sufficient information about the real 
cellular phenomena. Only imaging experiments, i.e., fluo-
rescence lifetime imaging — FLIM, allow a complete, bio-
scientifically relevant picture of the samples under study [6, 
8, 26, 28].  

There are two principal techniques to determine the fluo-
rescence lifetime in an image: frequency-domain and 
time-domain FLIM techniques. Further techniques like those 
based on the stimulated emission depletion [29] have their 
own attractiveness but are for most users less interesting 
since they are instrumentally complex and often unstable.  

3.1  Frequency-domain FLIM 

In frequency-domain (FD) FLIM techniques, the sample is 
excited with light, the intensity of which is modulated at a 
high frequency comparable to the reciprocal of the fluores-
cence lifetime τ.  The subsequent emission of the sample is 
also intensity-modulated at the same frequency. However, 



 Raluca NIESNER and Karl-Heinz GERICKE, Front. Phys. China, 2008, 3(1) 93 

 

this emission does not precisely follow the excitation but 
rather shows phase delays and amplitude changes which are 
determined by the fluorescence decay law of the sample, i.e., 
the phase of the emission is shifted to later time points as 
compared to the excitation light, whereas the peak-to-peak 
height of the modulated emission is decreased relative to 
that of the modulated excitation [6−8, 26, 28]. 

At each modulation frequency, the phase shift increases 
from 0 to 90° with increasing modulation frequency ω  and 
corresponds to the time-delay between excitation and emis-
sion. This finite time response of the sample also results in 
demodulation of the emission by a factor .mω  This factor 
decreases from 1 (100 %) to 0 (0 %) with increasing modu-
lation frequency. At low frequencies, the emission immedi-
ately follows the excitation, i.e., a phase angle (phase shift) 
near to zero and a demodulation factor near to 1.0. As the 
modulation frequency is increased, the finite lifetime of the 
excited state prevents the emission from precisely following 
the excitation. Thus, for a single-exponential decay, the 
phase shift and the demodulation factor measured at a par-
ticular frequency are related to the fluorescence lifetime as 
follows [6, 7, 28]: 

tan ωφ ω τ= ⋅  

2 21 1mω ω τ= + ⋅  (5) 
For multiexponential decays the lifetime calculated as 

described above is the result of a complex weighting of 
various components in the emission. For such samples it is 
necessary to measure the phase shift and demodulation val-
ues over the widest possible range of modulation frequen-
cies with the centre frequency being comparable to the re-
ciprocal of the mean decay time of the emission. 

The FD data for an intensity decay can be calculated from 
the sine and cosine transforms of F(t) [6, 7, 28]: 

0 0

0 0
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For a multiexponential decay these transforms are related 
to the fluorescence lifetimes Iτ and the weighting factors ai: 
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The calculated frequency-dependent values of the phase 
angle φcω and of the demodulation factor mcω are given by: 

tan c N Dω ω ωφ =  

2 2
cm N Dω ω ω= +  (8) 

It is consequently obvious that resolution of a complex de-
cay requires multiple measurements at a number of modula-
tion frequencies, which span the frequency response of the 
sample.  

The first useful variable-frequency instruments were de-
veloped in the groups of Gratton and Lakowicz [6−8, 26, 28]. 
They allowed phase and modulation measurements from 1 
to 200 MHz. Currently, devices that work at frequencies up 
to 10 GHz exist [26]. However, multiexponential evaluation 
is more difficult at high modulation frequencies when the 
phase angle approaches 90°, since the requirements on phase 
angle resolution for accurately determining the fluorescence 
lifetimes and the corresponding weighting factors increase 
over the technical possibilities [8, 26].  

As excitation sources for FD FLIM, one can employ con-
tinuous wave lasers, pulsed lasers, e.g., cavity-dumped dye 
lasers or Ti:Sa laser [6−8, 28, 30, 31], as well as low-cost 
light sources, e.g., flash lamps or even LEDs [32]. Thus, the 
possibility of building a low-cost FLIM device makes the 
FD techniques especially attractive for routine applications.  

While the early frequency-domain devices based on De-
bye-Sears modulators allowed modulation of the excitation 
only at a few fixed frequencies, current frequency synthesis-
ers, i.e., instruments based on a phase shifter which add a 
small frequency to a high-frequency (MHz) device, can al-
low modulation at closely spaced frequencies over a large 
range [8, 26]. Currently, the modulation of the excitation 
light is done either with acusto-optical [30, 33−37] or with 
electro-optical modulators [6−8, 26, 28, 32]. While acusto- 
optical modulators provide modulation only at discrete 
resonances (the RF modulation frequency and its harmonics) 
in a limited range of frequencies, electro-optical modulators 
provide almost continuous modulation over a large range of 
frequencies. However, the latest necessitate high input volt-
ages of 1 to 7 kV, which make their use somewhat difficult. 

In order to detect the modulated emitted light and to ob-
tain the phase and modulation information, the gain of the 
detector must be also (sinusoidal) modulated at the same 
frequency as the excitation light, i.e., homodyne FD tech-
niques [30, 34], or at a frequency slightly different from that 
of the excitation, i.e., heterodyne FD techniques based on 
cross-correlation [8, 26]. The use of cross-correlation results 
in the rejection of harmonics and other sources of noise of 
the emitted light, so that there is no need for accurate sinu-
soidal modulation, i.e., even a laser pulse train can be used. 
The basic idea is to modulate the gain of the detector at a 
frequency offset (δF between 10 and 100 Hz) from the exci-
tation light modulation frequency. The result is a low- fre-
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quency signal from the PMT at frequency δF that contains 
the phase and modulation information, i.e., fluorescence 
decay information. The phase and modulation of this low- 
frequency signal can be easily measured either by analog or 
digital methods. Currently, this signal is digitized and ana-
lyzed by fast-Fourier transform [8, 26, 38].  

Standard detectors for FD FLIM techniques are different 
types of PMT, although lately modulated intensified CCD 
cameras (for both homodyne and heterodyne detection) have 
also been used [8, 9, 26]. The main argument against inten-
sified CCD as detectors for FD FLIM is their relatively low 
sensitivity [9]. The time-resolution, when using photomulti-
plier tubes, is determined by their transit time spread (TTS) 
of the detector. For dynodes PMT this is maximally 200 
MHz (5 ns), whereas for MCP PMTs it can easily reach    
2 GHz (500 ps) [8, 26]. Although MCP PMT seems to be the 
ideal detector for FD FLIM, its use for the more advanta-
geous heterodyne detection has the disadvantage that the 
MCP PMTs need special self-designed circuits for cross- 
correlation outside the detector [26]. Consequently, 200 
MHz (5 ns) is the limit of most commercial FD devices for 
two reasons:  

— it is difficult to obtain electro-optical modulators over 
this frequency due to their high half-wave voltages 
and  

— most photomultiplier tubes have their upper frequency 
limit at 200 MHz. 

Gigahertz modulation can be achieved by using the har-
monic frequency content of a laser pulse train, e.g., from a 
mode-locked Nd:YAG pumping a cavity-dumped dye laser 
or from a Ti:Sa laser [8, 30, 34]. In this case, the detection 
must be performed with MCP-PMT, which is characterised 
by a narrow TTS and which allow ps time-resolution. 

In order to obtain the fluorescence lifetime information 
from FD FLIM data, one has to perform a comparison be-
tween the emission of the sample and the scattered light 
similarly to TCSPC, as it will be discussed later. Since the 
response function of most PMT strongly depends on the 
detected wavelength, this comparison implies complicated 
measurements, which easily leads to instrumental instability 
[6, 8, 26]. Furthermore, the background in FD measurements 
cannot just be subtracted from the total signal like in 
time-domain measurements, since the first can contain dif-
ferent frequencies, e.g., of scattered light or of fluorescing 
cellular components, which make the measurements once 
more complicated [39].  

Since imaging techniques for biosciences should be able 
to track fast dynamics of biological phenomena, their data- 
acquisition speed is an important issue. FD FLIM techniques 
that employ PMT (or photodiodes) as detectors are intrinsi-

cally slow techniques compared to those techniques that 
employ ICCD cameras. The speed advantage of these syn-
chronous detectors (cameras) as compared to point-detectors 
is maintained despite the current developments of FD FLIM 
techniques, which allow multi-dimensional, i.e., in xyz space 
and frequency, data-acquisition based on multi- channel de-
tection [8, 30, 33−37]. Furthermore, only ICCD cameras can 
be used as detectors in multi-focal microscopy, i.e., faster 
microscopy, so that fast detection can be combined with a 
fast scanning for imaging samples in real time. However, 
multi-focal FD FLIM has not been reported yet.  

3.2  Time-domain FLIM 

FLIM in time-domain is primarily more advantageous than 
FLIM in frequency-domain because it provides a direct 
measurement of the fluorescence decay and thus, a direct 
access to the parameter/parameters of interest [9, 10, 12, 40− 
45]. Considering the fact that many endogenous chromo-
phores (quenched donors in FRET, NADH, NADPH) are 
characterised by fluorescence lifetimes in ps-range, the 
time-accuracy provided by FD FLIM is often insufficient. In 
contrast, TD FLIM techniques reach time-resolutions in the 
low ps-range or even fs-range [8−11, 40, 45−47]. 

The standard TD FLIM technique, currently used in most 
bioscientific applications, is the time correlated single pho-
ton counting (TCSPC). However, time-gated techniques 
increasingly gain on relevance out of reasons, which will be 
discussed next. 

3.2.1  Time-correlated single photon counting (TCSPC) 

Time-correlated single photon counting (TCSPC) is based 
on the excitation of the sample with a pulsed radiation 
source, the detection of single fluorescence photons, and the 
build-up of a histogram of the photon detection times. The 
result is the distribution of the photon density versus time, 
i.e., the fluorescence decay curve. Thus, the molecules 
within the sample are repeatedly excited with the radiation 
of short pulsed high-repetition rate lasers in order to observe 
their fluorescence. Each laser pulse is optically monitored by 
a high-speed photodiode or photomultiplier to produce a 
start signal which is used to trigger the voltage ramp of a 
time-to-amplitude converter. The voltage ramp is stopped 
when the first fluorescence photon is detected. Finally, an 
output pulse is provided whose voltage is proportional to the 
time between the start and the stop signals. A multichannel 
analyser converts this voltage to a time channel using an 
analog-to-digital converter. Summing over many pulses, the 
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multichannel analyser builds up the fluorescence photon 
counting distribution. In order to avoid artefacts due to fluc-
tuation of the pulse-amplitude, discriminators, e.g., lead-
ing-edge (LD) or constant fraction discriminators (CFD), are 
used. Currently, CFD are mostly met in TCSPC devices be-
cause their time-jitter (approx. 50 ps) is less influenced by 
the instrumental response function of the detector compared 
to LD (approxiate 1 ns) [9, 42, 46]. 

Excitation sources for TCSPC are all types of high- repe-
tition rate ps- and fs-pulsed lasers, e.g., cavity-dumped dye 
lasers, mode-locked cw lasers, pulsed tunable solid-state 
lasers like Ti:Sa lasers, fiber lasers or pulsed diode lasers, 
which makes TCSPC compatible both with the laser- scan-
ning one-photon and two-photon excitation microscopy [8, 
9]. The detection in TCSPC is usually performed with pho-
tomultiplier tubes (PMT) but applications with photodiodes, 
especially avalanche photodiodes, have been reported [8, 9]. 
However, the application of avalanche photodiodes is lim-
ited due to the poor time-resolution of these detectors, i.e., 
usually few 100 ps [9]. Delay-line anode and quadrant anode 
PMT allowed the use of TCSPC in conjunction with 
wide-field imaging [9]. 

Traditional TCSPC techniques are especially appropriate 
to measure fluorescence lifetimes in bulk solutions of one or 
more chromophores. Since they allow the detection of only 
one photon every 100 pulses at high repetition rates like in 
standard TPLSM experiments in which Ti:Sa lasers of ap-
proxiate 80 MHz repetition rate are employed, they are too 
slow to monitor even slow biological phenomena, i.e., the 
acquisition time of a 256×256 pixel image takes up to some 
ten minutes [9, 26]. 

Compared to traditional TCSPC setups the maximum 
photon count rate has been increased dramatically by using 
an innovative analog-to-digital conversion technique, which 
allows the detection of up to one photon every 10 pulses and, 
thus, make TCSPC compatible to imaging in biological sys-
tems [9]. For use in laser scanning microscopes the tech-
nique has been extended to the build-up of a three- dimen-
sional photon density pattern containing the decay curve as 
well as the coordinates of the scanning area [9, 10, 40, 46, 
48]. 

This single-channel TCSPC imaging technique can be 
used with several detectors working in different wavelength 
intervals for spectrally-resolved multi-channel TCSPC or 
with identical detectors to increase the acquisition speed in 
standard multi-channel TCSPC. The technique works with 
both a multi-channel PMT and several individual PMTs and 
MCP-PMTs. It makes use of the fact that the detection of 
several photons in different detection channels in one laser 
period is unlikely. Therefore, the single photon pulses from 

all detector channels can be combined into a common pho-
ton pulse line and sent through the normal time measure-
ment procedure of the TCSPC module [10, 40, 46]. 

The output of each PMT channel is connected to a con-
stant-fraction discriminator. When the PMT detects a photon, 
the corresponding discriminator triggers and sends a pulse to 
the subsequent encoding logic. The encoder delivers the 
number of the PMT channel that detected the photon. The 
channel number is used as an additional dimension in the 
multi-dimensional histogramming process of the TCSPC 
imaging technique. In the unlikely case that several detectors 
deliver output pulses in the same laser period, the encoder 
delivers a “don’t count” signal that suppresses the recording 
of the event in the TCSPC module. The technique can rea-
sonably be used for up to four individual ultrafast MCP- 
PMTs (e.g. R3809U by Hamamatsu) or one 16-channel or 
32-channel multi-anode PMT [10, 40, 46]. 

The recording electronics of the multi-detector TCSPC 
device consists of a time measurement channel, a scanning 
interface, a detector channel register, and a large histogram 
memory. The time measurement channel contains the usual 
TCSPC building blocks in the “reversed start-stop” con-
figuration. For each photon, it determines the detection time 
t with respect to the next laser pulse. The scanning interface 
is a system of counters, which receive the scan control sig-
nals (frame sync, line sync and pixel clock) from the optical 
scanners, usually galvanometer scanners. This determines 
the current location (x and y) of the laser focus in the scan-
ning area. Synchronously with the detection of a photon, the 
detector channel number n for the current photon is read into 
the detector channel register. If light is split into different 
wavelength intervals in front of the detectors, n represents 
the wavelength of the detected photon [10, 40, 46]. 

The obtained values for t, x, y and n are used to address 
the histogram memory, in which the distribution of the pho-
tons over time, detector (wavelength), and the image coor-
dinates are stored. The result is a four-dimensional data 
structure, which contains separate blocks for different 
wavelength intervals for spectrally-resolved multi-channel 
TCSPC. Each block can be regarded as an image containing 
a full fluorescence decay curve in each pixel [10, 40, 46]. 

Most recent developments of the detection electronics al-
lows count rates even higher than 106 photons/s, i.e., proc-
essing of one photon per laser pulse at a repetition rate of 80 
MHz (2007 LaVision Biotec, Bielefeld, Germany). An in-
teresting perspective for increasing the data-acquisition 
speed is to combine multi-detector TCSPC with multifocal 
TPLSM. Apart from the speed gain and/or (spectral) infor-
mation gain of the multi-channel TCSPC, this method is 
able to mitigate the disadvantage of pile-up of single- chan-
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nel TCSPC, i.e., due to saturation effects at the detector, 
since the same fluorescence signal is divided on more de-
tectors [10, 40]. 

The time-resolution of TCSPC is determined by the in-
strumental response function of the detector determined by 
the rising edge of the signal. While for dynode PMT, the 
response function is usually asymmetrical and broad, MCP 
PMT are characterised by a narrow response function, which 
allows time-resolution of a few 10 ps or even down to 800 fs 
[10, 40]. 

In spite of the presented advantages of current TCSPC 
techniques for bioscientific investigations, there are still 
some aspects referring the TCSPC principle itself, which 
limits its applicability. In order to obtain feasible fluores-
cence decays, measurements of the sample and of a calibra-
tion reference, i.e., usually scattered excitation radiation, are 
necessary [8, 26, 45]. Since the IRF of most PMT strongly 
depends on the wavelength, this calibration is rather difficult 
especially in the two-photon microscopy because the PMTs 
are often not able to detect radiation at both the excitation 
and the emission wavelengths. Therefore, special short-living 
fluorescence probes are needed as calibration references. 
The necessity of a double measurement for determining the 
fluorescence decay intrinsically limits the speed of data- 
acquisition in TCSPC. Thus, current TCSPC techniques 
can be used to monitor relatively slow processes. They are 
especially adequate for applications, in which a high detec-
tion efficiency and sensitivity is requested, e.g., measure-
ments of faintly fluorescing samples or in the single- 
molecule regime. 

3.2.2  Time-gated FLIM 

Time-gating techniques, i.e., single- and multi-gate imaging 
by means of either slow but highly efficient point-detectors 
[12, 43, 45] or by means of fast but low-efficiency image 
intensifiers [11, 41, 49], are alternative TD FLIM techniques 
compatible with two-photon microscopy. Thus, one or more 
time-gates are synchronised with the pulse train of a high- 
repetition rate pulsed laser, e.g., Ti:Sa laser. The fluores-
cence signal is registered only during these time-gates.  

An important advantage of the time-gated techniques is 
that the shape of the instrumental response function of the 
detector does not lead to severe artefacts in the fluorescence 
decay. Thus, a deconvolution of the raw-data (required for 
FD FLIM and TCSPC) is not necessary. Consequently, 
spectrally induced artefacts in deconvolved fluorescence 
decays, which arise from a wavelength-dependent response 
function, are not applicable [12, 45]. 

Typically less than 10 % of the signal is registered in sin-

gle-gate images. Thus, using point-detectors is rather disad-
vantageous because their counting efficiency cannot be fully 
used. Thus, it is favourable to increase the imaging speed by 
using multi-gating techniques (up to 10 gates) [45]. How-
ever, even under these circumstances, the imaging speed of 
the point-detection time-gating techniques is rather low and 
inadequate for monitoring the molecular dynamics. Fur-
thermore, multi-gating imaging implies the previous knowl-
edge of the exponential behaviour of the sample, which ob-
viously represents a major limitation in the study of bio-
logical systems [9].   

The time-resolution in these time-gated setups is mainly 
determined by the gate-width and not by the response func-
tion of the point-detector. Thus, there is an inverse propor-
tionality between the time-resolution and the detection effi-
ciency, since the last increases with increasing gate-width, 
whereas the first is higher at narrower gate-widths [45]. 
Time-gated imaging based on intensified CCD cameras is 
characterized by a lower detection and counting efficiency 
compared to TCSPC or FD FLIM and by a poorer signal-to- 
noise ratio in deep-tissue compared to techniques that employ 
point-detection. However, it is the best choice for investigat-
ing fast dynamics in moderated to brightly fluorescing bio-
logical samples. The principle of data-acquisition in time- 
gating FLIM based on ICCD detection is illustrated in Fig. 4. 

The advantages of this method over other FLIM tech-
niques [11, 49, 50] are summarised as follows: 

·The time-gated CCD technique is compatible and has 
been used in combination with multi-focal two-photon 
laser scanning microscopy, so that high-speed imaging 
can be achieved (up to 2 Hz).  

·Multiexponential processing and evaluation can be 
easily performed as will be described in the following 
on the example of the redox NAD(P)H metabolism in 
MIN6 cells (mutated insulin producing pancreatic 
β-cells) by means of biexponential FLIM. 

·The time resolution is limited by the time-jitter (less 
than 10 ps) of the detector as was demonstrated in 
fluorescence lifetime measurements on a series of 
DASPI (4-[4-(dimethylamino) styryl]-1-methylpyridin- 
ium iodide) solutions of different viscosities. Thus, we 
made use of the fact that the internal torsion in the 
DASPI molecule decreases with increasing viscosity, 
which determines an increase of the fluorescence life-
time in the picosecond range. 

· A spatial resolution as good as in steady-state multi-
focal two-photon microscopy can be achieved. 

· There is no danger of artefacts of the fluorescence de-
cay due to detector saturation or to pile-up effects. 
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Fig. 4  Principle of data acquisition in time-gating FLIM based on intensified CCD cameras as detectors. 

 
 

4  FLIM data evaluation 
Up to this point, we compared the common FLIM tech-
niques as far as the accuracy and speed of data-acquisition 
and processing is concerned. However, a relevant comment 
on FLIM techniques must include a brief review of the 
evaluation procedures of the time-resolved (or frequency- 
resolved) fluorescence signal. This is particularly important 
since the data-evaluation may be either time-consuming and 
lead to a dramatic loss of speed in lifetime-image generation 
or numerically inaccurate. The evaluation of monoexponen-
tial decay curves is straightforward since it can be reduced 
to a linear regression analysis both in FD and in TD FLIM 
(provided the background can be neglected). Unfortunately, 
monoexponential decays are the exception rather than the 
rule in biosciences.  

The commonly used evaluation techniques of multiexpo-
nential decays in both FD and TD FLIM are iterative proce-
dures based on the least-squares method, [26, 34, 51, 52] 
This method is accurate, but time consuming, sometimes 
unstable and the global minimum might be missed. 

Global analysis techniques imply the measurement of the 
same sample at different wavelengths. These procedures 
start from the assumption that the weighting factors, but not 
the fluorescence lifetimes, change with the wavelength so 
that the parameters of the fluorescence decay are obtained 

from an over-determined (redundant) set of parametric sur-
faces. Thus, the numerical stability is increased and the ac-
curacy of the results improved [36, 37]. However, even if 
the global analysis is more accurate and, in some cases, even 
faster than the common least-squares techniques, it implies 
measurements of the same sample at different wavelengths, 
which is leading to a slow data-acquisition and errors intro-
duced by instrumental instability.   

A faster but equally accurate evaluation procedure for 
samples, whose fluorescence decay behaviour is not known 
or is supposed to be best described by a continuum- expo-
nential, e.g., the fluorescence of proteins containing various 
tryptophan segments, is the iterative approximation of the 
data with a stretched-exponential function [53]. However, 
this technique is inadequate for FLIM experiments on sam-
ples, which contain a limited number of relevant chromo-
phores, because it does not give any information about the 
fluorescence lifetimes of the individual components but only 
about the mean fluorescence lifetime and about the degree of 
“non-exponentiality” of the fluorescence decay.  

Fast evaluation techniques of multiexponential FLIM data 
are usually up to 100 times faster than iterative techniques 
and are based on the rather cumbersome multi-linearization 
of the fluorescence decay. Among the multi-linearization 
techniques used (not only) in fluorescence spectroscopy and 
microscopy, the transforms in a complex space, e.g., Fou-
rier- and Laplace-transforms, are the most common. How-
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ever, their low numerical stability especially during the 
back-transform and the fact that they lead to under- deter-
mined sets of equations makes them impractical.  

A more stabile, accurate, and fast alternative to the trans-
forms in complex space is based on a non-iterative lineariza-
tion technique in real-space (time-space) initially used to 
discriminate between bi- and tri-exponential decays in a 
small time-interval [50]. The stability and speed of this 
technique and of its advancements has extensively been dis-
cussed elsewhere [50, 54]. The main disadvantage of this 
method is its rather high Sensitivity to signal noise. 

 

5  Bioscientific applications 
The applications of FLIM in the biosciences are manifold 
and reach from monitoring cellular parameters (Ca2+ [55−57] 
and Na+ concentrations [58], pH [59−64], pO2 and ROS 
concentrations [65−67], pCO2 [68]) and the distances be-
tween proteins on the nm-scale by means of FRET [5, 35, 42, 
46−48, 68−81] to observing central cellular processes in real 
time, e.g., interactions between proteins in living cells [48, 
82−86], photophysics of complexes involved in plant pho-
tosynthesis [87] or the redox metabolism [38, 50, 88−90]. In 
recent years, FLIM gained interest in biomedical science as 
well [27, 49, 78, 91−96]. For instance, a FLIM device for 
the clinical diagnosis of malign skin tissue is commercially 
available (DermaInspect, JenLab, Jena, Germany) [27]. In 
the following, we do not intend to review all these applica-
tions. Instead, we focus our attention more on some experi-
ments based on time-gated FLIM where single-beam as well 
as multi-focal TPLSM were used.    

5.1  Acidic mantle of artificial skin constructs 

Research and development of novel drugs for transdermal 
administration require—among others—the testing of per-
cutaneous penetration of the drug molecules across human 
skin. Prior to in vivo experiments, in vitro studies with ex-
cised human skin—or as a less appropriate alternative, with 
excised animal skin—had to be performed. Since excised 
animal skin is just an insufficient substitute of human skin 
due to species variations in morphology and functionality, 
i.e., in drug permeability, excised human skin is preferred 
although its resources are rather limited. Therefore, the de-
velopment of human skin models, which have the same 
properties (morphology and functionality, i.e., the barrier 
function) as the genuine human skin, is of particular signifi-
cance. Very promising skin models are the three- dimen-

sional artificial skin constructs (ASC), which similar to the 
genuine skin consist of an epidermis of differentiated 
keratinocytes and of a dermis. 

In the following, we will focus our attention on the bar-
rier function of the skin, i.e., its selective permeability, with 
respect to the delivery of ionisable drugs. The barrier func-
tion of the skin is mainly determined by the upper lipophilic 
layers of the epidermis, i.e. stratum corneum. Moreover, the 
acidic mantle of the skin is responsible for low values of pH 
on the skin surface. Thereby, a pH-gradient of few pH units 
exists between the outer stratum corneum layers and the 
viable part of the epidermis characterised by a physiological 
pH. Both factors influence the permeation profile of the ion-
isable drugs through the skin. As far as the pH gradient is 
concerned, it has been shown that a modification of the pH 
of the epidermis results in a modification of the ionisation 
state of the drugs and, thus, in a modified permeation profile. 
Consequently, in order to demonstrate the reliability of the 
artificial skin constructs as models of the genuine human 
skin in permeability studies, it is necessary to compare their 
pH gradient with that of genuine skin. 

We employed time-gating FLIM combined with TPLSM 
in order to obtain the three-dimensional distribution of the 
pH in the epidermis of the ASC stained with BCECF (2', 7' 
-bis-(2-carboxyethyl)-5/6-carboxyfluorescein [64]), Thus, the 
samples were neither photodamaged nor mechanically 
damaged. BCECF is particularly appropriate as a pH indi-
cator for studies in vital tissue because its fluorescence life-
time dramatically changes at small pH-deviations around the 
physiological pH, i.e., 7.4 (Fig. 5). 

In order to insure a high accuracy in the determination of 
the pH, we took into consideration that the fluorescence life-
time of BCECF may also be influenced by other factors than 
the pH such as refractive index n, viscosity η or ion concen-
tration. While the influence of viscosity and ion concentra-
tion on the fluorescence lifetime of BCECF is negligible, the 
fluorescence lifetime is inversely proportional to the fluo-
rescence lifetime n2. Therefore, a correction of the fluores-
cence lifetime images of the BCECF-stained ASC for the 
refractive index n is required and, thus, it is essential to de- 
termine the n gradient in the heterogeneous artificial epi-
dermis. In FLIM experiments on ASC stained with coumarin 
314, we determined the local refractive index of the artificial 
epidermis with high 3D resolution (Fig. 6). This local re- 
fractive index was used to correct the fluorescence lifetime 
images of BCECF-stained samples before converting them 
into pH-images. 

Differences between the pH of the cell interior (between 
6.0 and 7.2) and of the intercellular matrix (between 5.8 and 
6.6) are observed all through the artificial epidermis. The pH  
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Fig. 5  Fluorescence lifetime image and corresponding pH image of a layer in the stratum granulosum of artificial skin constructs stained 
with BCECF. The diagram shows the dependence of the fluorescence lifetime of aqueous BCECF-solutions on the pH. 
 

 

Fig. 6  Fluorescence lifetime image and corresponding refractive index (n) image of a layer in the stratum granulosum of artificial skin con-
structs. The diagram displays the behaviour of the averaged refractive index with the depth-position within the ASC. 

 
of the cell interior in 13.48 µm depth amounts to 7.2 ± 0.1, 
while the pH of the intercellular matrix is 6.3 ± 0.2. Only at  
the surface, both the cells and the intercellular matrix are 
characterised by the same acidic pH of 5.9 ± 0.1. The de-
pendence of the pH on the depth of the epidermal layer is 
schematically plotted in Fig. 7. The pH of the cell interior 
rapidly increases in the stratum corneum (0 to 10 µm) from 
6.0 to 7.2 and remains constant (pH = 7.2) in the deeper lay-
ers beyond the junction between the stratum corneum and 
granulosum (below 12 µm). An increasing tendency shows 
also the pH of the intercellular matrix. However, in this case 
the pH increases all through the epidermis (depth z between 
0 and 30 µm) and does not exceed a value of 6.6 ± 0.1 (Fig. 7). 

Qualitatively, the profile of the pH averaged over a pH- im-
age is similar to the pH-gradients in the cell interior and in 
the intercellular matrix, respectively.  

By comparing the pH distribution, the n distribution and 
the morphology of the artificial skin constructs with data 
obtained for the genuine human skin, we can conclude that 
the ASC are very reliable yet simplified skin models [64]. 

5.2  NAD(P)H redox metabolism 

In order to probe the cellular redox metabolism by means 
of FLIM, we used as signal mediators the fluorescing re-
duced forms of the coenzymes nicotinamide adenosine  
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Fig. 7  Fluorescence lifetime images of artificial skin constructs stained with BCECF indicate the 3-dimensional pH gradient, i.e., epidermal 
barrier. The dependence of the pH on the depth position within the tissue is displayed in the diagram. 
 

dinucleotide: NADH and nicotinamide adenosine dinu-
cleotide phosphate: NADPH. These coenzymes are ubiq-
uitous cellular electron carriers for enzyme-catalysed redox 
processes in the ATP (aden osine triphosphate) production 
as well as in reductive biosyntheses of macromolecules. In 
order to perform accurate FLIM experiments, we isolated 
the signal of NAD(P)H from that of other endogenous 
chromophores by exciting the samples at 760 nm and ob-
serving the emission at 460 ± 20 nm. Under these condi-
tions, more than 98 % of the fluorescence within cells 
originates from NAD(P)H [97]. This is also confirmed by 
the fact that the cellular autofluorescence is low within the 
nuclei but high in small organelles within the cytosol (see 
Fig. 8). 

NAD(P)H exists in two different states within the cell: 

either free, i.e., it does not participate in any cellular process, 
or enzyme-bound, i.e., it participates in vital redox processes 
catalysed by the enzymes, to which it is bound to. Both 
states of NAD(P)H (free and enzyme-bound) fluoresce and 
are characterised by specific fluorescence lifetimes. Thus, by 
using biexponential FLIM we are able to extract from the 
NAD(P)H signal of MIN6 cells two major fluorescence life-
times in each pixel of the image: that of free NAD(P)H at 
approx. 450 ps and that of enzyme-bound NAD(P)H at 
approx. 3000 ps. 

In order to perform a rapidly biexponential evaluation, 
which first enables dynamical tracking of changes in the 
cellular function, we implemented the Prony method in 
FLIM [50]. 

free bound/ /
free bound( ) e et tF t a aτ τ− −= ⋅ + ⋅  (9) 
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Fig. 8  Endogenous fluorescence of MIN6 cells caused by the fluorescing 
coenzymes NADH and NADPH. 

Besides the two fluorescence lifetime images of the free 
resp. enzyme-bound NAD(P)H, a further result of the biex-
ponential FLIM evaluation of the cellular NAD(P)H fluo-
rescence is the ratio-image (Fig. 9) [50]. It represents the 
contribution of the enzyme-bound NAD(P)H to the total 

fluorescence signal, i.e., abound·τbound/(afree·τfree + abound·τbound). 
Since the fluorescence signal of the free resp. bound 
NAD(P)H is proportional to their concentration, the ra-
tio-image mirrors the redox activity of the cell and, thus, the 
cellular redox metabolism. 

While the fluorescence lifetime distribution of free 
NAD(P)H within the cell well reproduces the response func-
tion of the detection device, the distribution of the en-
zyme-bound NAD(P)H is considerably broader (histograms 
in Fig. 9). Moreover, within a cell, there are regions with 
different fluorescence lifetimes for bound NAD(P)H. All 
these observations suggest that, based on the fluorescence 
lifetime of the NAD(P)H-enzyme-complex, it might be pos-
sible to specifically detect enzymes within the cell during 
their catalytic function only based on the fluorescence life-
time of the corresponding NAD(P)H-enzyme-complexes, as 
previously predicted by extracellular measurements. Since 
the coenzymes NADH and NADPH cannot indicate a spe-
cific cellular process, while the partner-enzymes enable such 
selectivity, the specific enzyme-detection directly lead to the 
ability of specifically and dynamically visualising vital 
processes with submicron resolution and without disturbing 
the sensitive cellular balance. 

 
Fig. 9  Biexponential result of endogenous NAD(P)H fluorescence lifetime imaging in MIN6 cells. (a) Fluorescence lifetime of free 
NAD(P)H; (b) Fluorescence lifetime of enzyme-bound NAD(P)H; (c) Contribution of the bound NAD(P)H to the total fluorescence signal; 
(d) Distributions of the fluorescence lifetimes of the free and bound NAD(P)H, respectively. 
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6  Overview and perspectives 
Modern bioscientific research fields are heading to a non- 
invasive and fast investigation of vital phenomena within 
intact biological systems with high spatial resolution down 
to the molecular level. Thus, principal requirements of the 
biosciences on high-end technology, in our case on the fluo-
rescence microscopy techniques, are apart from the high 
optical performance, imaging speed in real time, visualisa- 
tion of deep layers within organs and tissue as well as 
maximum gain on information by monitoring as many rele-
vant molecular parameters as possible. Considering the last 
item, we referred in this work to a time-resolved fluores-
cence microscopy technique of greatest interest for the bio-
sciences, i.e., fluorescence lifetime imaging (FLIM). FLIM 
is a calibration-free technique that monitors both the fluo-
rescence intensity and the fluorescence lifetime in an image. 

Currently employed imaging methods, which use only the 
integral emission of the sample and its spectral information 
to investigate biological samples, are shortly reviewed and 
compared in this work. Thereafter, we can conclude that the 
wide-field microscopy is appropriate for routine works, e.g., 
cell screening, whereas the confocal one-photon microscopy 
is especially adequate for high-resolution investigations in 
systems containing a few cells, in which fast fluctuations are 
not expected. The only established method, which has the 
potential of fast imaging in intact organs or even in the liv-
ing organism, is the two-photon laser scanning micros- copy 
(TPLSM). As far as the imaging speed is concerned, we 
showed that the multi-focal TPLSM is the only stabile fluo-
rescence microscopic technique, which allows real-time 
intravital measurements at high spatial resolutions, i.e., on 
the nm scale. 

A detailed presentation and comparison of common 
FLIM techniques, i.e., homodyne- and heterodyne frequency- 
domain (FD) FLIM, time-correlated single-photon counting 
(TCSPC) and time-gated FLIM, shows that the great variety 
of bioscientific questions cannot be optimally answered by 
only one FLIM technique. Each of the discussed techniques 
has its special advantages for a certain research area: FD 
FLIM allows routine low-cost investigations, TCSPC is par-
ticularly appropriate for studies around the single-molecule 
level whereas time-gating techniques based on intensified 
CCD detection can and have been combined with the (very 
fast) multi-focal TPLSM and, thus, show the potential for 
real-time intravital fluorescence lifetime imaging. Although 
both homodyne and heterodyne FD FLIM based on ICCD 
detection as well as TCSPC based on multi-anode PMT de-
tection are theoretically compatible with multi-focal TPLSM, 
the technical implementation is in both cases very compli-

cated and has not been realised yet. Two bioscientifically 
relevant applications of time-gating FLIM based on ICCD 
detection combined with single-beam and multi-beam 
TPLSM are presented: the investigation of the pH-gradient 
in artificial skin constructs and the monitoring of NAD(P)H 
redox metabolism in MIN6 cells. 

The measurement of the fluorescence lifetime in an image 
is the most common time-resolved fluorescence imaging 
technique. Nevertheless, especially in the last decade, tech-
niques based on the measurement of the fluorescence ani-
sotropy, i.e., the behaviour of the fluorescence polarisation 
induced by the rotational diffusion of chromophores, have 
attracted the attention for bioscientific topics [98]. Directly 
measuring the rotational diffusion of molecules provides 
artefact-free and accurate information about the physical 
environment of the chromophore molecules, i.e., viscosity 
and binding to other (non- fluorescing) molecules. Since 
setups for fluorescence anisotropy imaging (FAIM) are 
identical to FLIM setups except for the polarisation analys-
ers, i.e., simple optics which can easily be incorporated into 
a commercial filter wheel, we expect that complementary 
FLIM/FAIM experiments will become standard procedures 
in the future.  

Furthermore, the very advantageous use of TPLSM leads 
to another perspective of great relevance for the biosciences, 
i.e., the polarisation-sensitive two-colour, two-photon mi-
croscopy. The basic idea is that molecules with identical 
absorption and emission spectra and with identical fluores-
cence lifetimes in a similar environment can still be distin-
guished if they have different symmetries, i.e., different 
transition tensors for the two-photon excitation [99]. Such a 
technique makes use of the fact that two-photon absorption 
spectra, contrary to one-photon absorption spectra, are 
strongly dependent on the relative polarisation of the excit-
ing photons. Thus, we expect that ATP fluorescence can be 
distinguished from DNS or proteomic- tryptophan fluores-
cence although their UV-absorption spectra and fluorescence 
lifetimes are very similar.  
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